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Abstract: This work created an improved deep learning model for predicting student academic 

achievement. Students' data is gathered from online learning platforms, offline learning systems in 

schools, or through questions and responses. Many writers could use the collected data to better 

understand student behavior and, as a result, improve learning levels and student performance. To 

serve as legitimate input for a deep learning model, the gathered data must be processed first. The 

deep learning model's hyper-parameters were optimized using a genetic method. The OULAD 

dataset was utilized for validation. The results demonstrated that CNN plus a genetic algorithm is 

an effective strategy for predicting academic success. 
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1.  Introduction 

Education does a very essential role in our lives. The primary objective of education is 

to assist each individual to have a prosperous position in community. Education is too a 

way to assist people enhance their experience and knowledge. An untrained person cannot 

write and read, and therefore does not have access to knowledge. whose he can gain out of 

books and other means, that is, he is removed from the external world, and in turn, the 

cultured man lives in a room whose windows are all open to the outer surface world. So, it 

is a good instruction that determines the future of the person, and community [1]. 

One of the most important domains of knowledge in data mining and its various uses to 

unearth hidden knowledge is mining academic student data to help registration systems and 

admission systems that assist students at every stage of their education. Data mining has a 

close relationship with machine learning and deep learning. In general, assessing students' 

academic achievement has been an important topic in a variety of academic disciplines. 

The an estimation approach can provide important data for teachers to improve student 

learning, particularly for pupils with low study performance [2, 3]. 

Many studies, including [4], [5], have employed machine learning using various 

methodologies to analyze and enhance education performance in schools and universities. 

Many studies have found that familial, personal, social, psychological, socioeconomic, and 

environmental factors all have a direct impact on student academic achievement. 

The purpose of this publication is to predict academic accomplishment using a deep 

learning and machine learning models. It also evaluates these models and investigates ways 

to improve them in order to create optimal prediction models. The validation is performed 

using the OULAD dataset. The implemented algorithms are  

• Logistic Regression (LR) and  

• Convolution Neural Network (CNN). 
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2.  Relevant Works 

Numerous developed states have turned their education system into a fully automated system to help students and 

teachers also participate in an interactive and successful educational process. To improve the educational process of 

students and their training courses, authors in [6] relied on the decision tree algorithm to rank a group of features that 

significantly affect the educational performance of students. The NN (neural network) is one more widely used practices 

and methodologies for analyzing educational data in depth. Authors in [7] used a neural network to envisage the academic 

progress of undergraduate degree students.  

[8] used the Naïve Bayes algorithm to calculate students' cumulative grade point average (CGPA) at acceptance based 

on their academic history. They also applied data mining techniques to forecast students' academic behavior. [9] conducted 

a comprehensive survey, analyzing more than 60 articles on student performance. Their research focused on three major 

areas: assessing learning outcomes, examining models for predicting student performance, and identifying the essential 

elements influencing student achievement. They found that machine learning approaches, including prediction and 

regression models, were widely used to forecast student performance. They concluded their investigation by identifying 

important research challenges and making recommendations to encourage further work in this field. 

[10] and [11] used various classification algorithms, including random forest, decision tree, Naïve Bayes, and rule-based. 

[10] discovered that the rule-based technique had the maximum accuracy of 71.3% when analyzing data from 497 students 

that included features such as GPA, family income, gender, race, subject grades, and university admission mode. [11] 

discovered that the decision tree technique produced the best results, with an accuracy of 66.9%, when using data from 300 

students that included demographics, family factors, and pre-enrollment attributes (prior GPA). 

[12] used classification and regression algorithms to predict student academic progress. Their categorization model 

predicted whether students would pass or fail, but the regression model predicted student grades. The dataset includes 5779 

records with various parameters, such as age, gender, scholarships, and student status. The classification methods employed 

were KNN, classification and regression trees, AdaBoost, Random Forest (RF), Naïve Bayes (NB), and SVM. For 

regression, they used RF, AdaBoost, SVM, classification and regression trees, and ordinary least squares. 

[13] created a new prediction system to measure student success in scientific academia by combining clustering and 

classification approaches. This technique was validated using real-time data collected from several Indian universities. The 

validation showed that the use of classification and clustering methods produced good accuracy. 

Finally, it is worth mentioning some modern applications of artificial inelegant. Jyotsna et al demonstrated the use of 

deep learning in plant disease prediction [14]. Additionally, a chat bot is supposed by Mothankar et al to start a conversation 

between humans and machines [15]. Also, Prajapati et al  has devised AI tools to design smart cart for physically challenged 

person [16]. Artificial Neural Network is widely applied in many applications like solar energy cells [17]. At last, 

simulation and numerical investigation are key aspects of modern AI tools like work of Muhammed Shefeek et al [18]. 

Not all researchers have highlighted the important features that influence educational student's behavior (performance). 

In our work, we are going to study important features and DL model and compare results with other studies. We also will 

use an optimization algorithm to optimize developed algorithms.  

3. The Developed Method 

3.1 Open University Learning Analytics Dataset 

The Open University Learning Analytics Dataset (OULAD) includes both quantitative and qualitative data about 

students, their activities, and their disciplines. This dataset, compiled over nine months (February to October), contains 

information about the Virtual Learning Environment (VLE). The dataset consists of numerous CSV tables. The tables are 

described as follows [19]. 

• studentInfo.csv: This file provides the students' demographic information as well as their results. 

• Assessments.csv: This file contains information regarding assignments and presentations. Each presentation 

contains a distinct set of exams and a final exam. 

• studentAssessment.csv: This file contains student grades for subjects, resources, and assignments. It contains no 

results when a student fails to complete an assessment. 

• studentVle.csv: This file contains information on all student activities and interactions with subjects on the VLE. 
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3.2 Dataset Processing 

Dataset might contain columns that need to be processed. The operations on dataset columns to be ready for the ML 

model are named Dataset cleaning [20]:  

• Convert String columns to numeric columns. The conversion might be: 

o Row string value such as “-1” is converted to number -1 

o Convert categorical values such as gender features “Female” “Male” to 0, 1 respectively. 

• Replace nan values with replaced with the value (-1). 

• Remove null values by replace them with defined value. 

• Join all tables into one table. 

Each processed dataset is assigned a main key; the final step is to combine all processed datasets into a single dataset. 

3.3 Genetic Algorithm for Optimization  

The genetic method (GA) is a learning method that uses crossover to combine the biases and weights of two effective 

neural networks. This crossover procedure seeks to create an optimized neural network with better biases and weights. GA 

frequently produces optimal solutions, providing useful insights into the problem at hand [21]. 

Initially, the agent's weights must be optimized. A set of random biases and weights is constructed, resulting in the initial 

agent's neural network. The agent goes through a series of tests, each of which results in a score. This technique is done 

several times to generate a population of agents. The top ten percent of the population is chosen for crossover. Mutations 

can occur during crossing. The genetic algorithm (GA) requires a cost function to minimize. When this cost function 

approaches a minimum, the tested weights are deemed optimal for the agent. This simple GA approach gradually improves 

accuracy and performance. In our situation, the agent is a neural network whose weights require modification to improve 

model performance. 

Suppose the parameter is PM; we begin with the initial value and must alter it after updating the GA loss function. The 

loop terminates after a certain number of repetitions. GA will optimize the hyper parameters of a deep learning model 

(convolution neural network). 

3.4 Convolution neural networks (CNN) 

A convolution neural network (CNN) is a form of feed-forward neural network that thrives in situations where target 

information can be represented by a hierarchy of local features. It has several convolutional and fully connected layers, 

making it suitable for image-based applications [22]. 

CNNs are well-suited for image processing due to their substantial spatial dependence in local areas and great translation 

invariance. Similarly, time series data may contain adjacent linked points that remain constant over time transitions. The 

successful use of deep CNNs for one-dimensional classification and multi-dimensional time sequences is well known. 

CNNs, like image classification, may extract deep features from a signal's internal structure, making them effective feature 

engineering tools in predictive processing tasks (comprehensive learning). 

CNN needs data with 2 dimensions, so we need to convert the final data table into 2D. For this study, the deep modular 

CNN consists of the following components: 

• Input 

• Convolutional layer 

• Aggregation layer 

• Fully connected (FC) layer 

• Output 
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Each component has its own properties and parameters. The convolutional layer includes: 

• No. filter: The number of convolution filters. 

• Filter size: The size of the filters (kernel size). 

• Strides: The strides of the convolution operation. 

• Padding: The process of adding layers of zeros to the input images to prevent issues related to size after 

convolution. 

• Activation: The activation function applied to this layer (default is linear). 

• Bias: If True, a bias is used. 

• Weights_init: The initialization of weights. 

• Trainable: If True, the weights will be trainable. 

• Regularizer: Regularization techniques, such as Drop Block and Shake, are used to reduce over fitting and improve 

generalization performance. 

Additional parameters exist for pooling, regression, and fully connected layers. The pooling layer includes: 

• Kernel size 

• Strides of the pooling operation 

• Padding similar to the convolutional layer 

The fully connected layer includes: 

• Neurons 

• Activation_function 

• The regression layer includes: 

• Loss_function: Crucial in machine learning models as it defines the metric for performance measurement. 

• Learning rate: This parameter helps the model converge faster. An incorrect learning rate, whether too low or too 

high, can significantly affect performance. 

• Optimizer: This function calculates and reduces errors to minimize the specified loss function. 

Additionally, there is notion known as dropout, which involves removing hidden and visible units from a neural network 

during the training phase. Dropout refers to dismissing specific neurons during a forward or backward pass based on a 

randomly chosen keep probability. This method helps to prevent over fitting by excluding these units during specified 

training iterations. 

3.5 Convert Dataset from 1D to 2D  

After encoding, we had a dataset of students. We used a 2D CNN in our study, but the initial results were 1D. As a result, 

we translated our data into a 2D format appropriate for the 2D CNN architecture. We came up with ten numerical features 

after converting the categorical data. To transform the data to 2D, we repeated each row five times, creating a 5 × 10 × 1 

matrix for each sample. The graphic below depicts the results for a single data sample. 

 



Mina Basheer Gheni 

 84  

Int. J. of Computational and Electronic Aspects in Engineering                                                                                                     

 

Figure 1. The Constructed 2D Image. 

Each sample or student now is represented by an image such previous. The design of CNN is shown below: 

Conv Conv

Pooling

Conv Conv

Conv Conv

• Conv 32 • Conv 64 • Conv 128 • Conv 128

Conv
Pooling

ConvConv

C
o
n

c
a
te

n
a

te

Pooling

64

• Conv

32 1

Conv Conv

• Conv 128
 

Figure 2.  Proposed CNN Structure 

Each image is first processed by two wrap layers with 32 filters and then a pooling (assembly) layer. The second stage 

contains parallel layers: a) two convolution layers with 64 filters, b) two wrap layers with 128 filters. 

The third stage contains parallel layers: a) three wrap layers with 128 filters and then an assembly layer, b) pooling layer. 

The Fourth stage is concatenating layers. Then two convolution layers with 128 layers and three convolution layers with 

64, 32, filter. 

The concatenation is to mix features from different convolution layers. The dropout layer is added at the end of CNN 

structure. 

4. Implementation 

The loop of optimization with 2D CNN is shown below. 

The GA optimization loop will retain the loss value for each iteration as well as each loss value with a changing 

parameter, such as the convolution layer's kernel size. 
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Figure 3. Flowchart of proposed algorithm 

4.1 Cleaning Dataset    

The first step is to clean the datasets and generate a final file that summarizes all subsets into a single final dataset. 

 

Figure 4. shows each student's assessment score for a certain date. 

The major table is student information, which comprises each student's final results in the modules. 

 

 

Figure 5. Student Info table 
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The final table after cleaning looks as follows: 

 

Figure 6. final table after cleaning 

4.2 Classifiers Results 

The hyper-parameters which GA has optimized are: 

• Stride was defined for all layers the same and was optimized. 

• The kernel size of each convolution layers was the same and was optimized. 

• The dropout layer ratio was optimized. 

• The Learning rate in the optimizer stage. 

Table 1. Stride optimization results 

Stride Accuracy Loss 

0 0.85 0.23 

1 0.82 0.33 

2 0.72 0.45 

Table 2. kernel size optimization results 

Kernel size Accuracy Loss 

3*3 0.83 0.24 

2*2 0.82 0.31 

4*4 0.76 0.44 

5*5 0.75 0.45 

Table 3. learning rate optimization results 

Learning rate Accuracy Loss 

0.1 0.8 0.28 

0.01 0.82 0.26 

0.001 0.84 0.22 

0.0001 0.89 0.18 

0.00001 0.83 0.23 

0.000001 0.78 0.35 
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Table 4. Dropout rate optimization results 

Dropout rate Accuracy Loss 

0.1 0.61 0.52 

0.2 0.71 0.39 

0.3 0.84 0.21 

0.4 0.81 0.28 

 

After all, we mix best values of all parameters as follow: stride=0, learning rate=0.0001, dropout rate=0.3, kernel 

size=3*3. The final accuracy was during training is shown below: 

 

Figure 7. Accuracy and loss during training phase 

Comparing the results with the state of the arts (all research used the OULAD dataset) 

 

Table 5. Results Comparison 

Study Techniques Accuracy 

[23] "Decision tree, random forest, extreme gradient 

boosting, and multilayer perceptron" 

78.2 % 

[24] CNN and Long Short-Term Memory 61 % 

[25] Decision Tree 83.14 % 

[26] Naïve Bayes 63.8 % 

[26] Hybrid 2D CNN 88 % 

Ours 2D CNN with Genetic Algorithm 92.8% (train accuracy) 

89.3% (test accuracy) 
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The results above showed that our proposed system (Genetic Algorithm with CNN) outperformed other researches that 

has worked on the same dataset. 

5. Conclusion  

This paper addressed an essential difficulty in predicting pupils' academic achievement. The key contribution is the use 

of genetic algorithms to discover optimal values for 2D CNN hyper-parameters. The findings demonstrated that combining 

CNN with an optimization strategy can result in high accuracy in the field of study. 
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