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Comparative Study of Euclidean 

and City Block Distances in Fuzzy 

C-Means Clustering Algorithm 

 

Abstract— Fuzzy c-means algorithm is one of the most important partitioning techniques 

and widely used for data clustering and image segmentation. The choice of distance 

metrics has played key role in data clustering problems since distance metric is used to 

determine the similarities between data points. In this paper Fuzzy c-means algorithms 

uses Euclidean and City block distances for comparative analysis to measure the 

similarities between objects. The results for data clustering problems using Euclidean 

distance has shown good performance than City block distance in terms of computational 

time values and the quality of clusters obtained. Similarities, differences and applications 

of the two proposed distance metrics have been described.  

 

Index Terms— City block distance, Clustering, Euclidean distance, Fuzzy c-Means

 

I.  INTRODUCTION 

Clustering is the process of grouping data elements into 

classes or clusters so that items in each class or cluster are 

as similar as possible. It is an unsupervised classification 

designed to group a set of data samples with similar 

characteristics into a layer units of analysis (clusters). Due 

to its very significant important in various applications, 

clustering techniques can be generally classified into 

different types such include partitional technique, spectral, 

density – based algorithm, grid – based and model-based 

approach. Iteratively Clustering algorithm calculates the 

characteristics of each cluster and sections the image by 

classifying each pixel in the closest cluster according to a 

distance metric. Grabusts, [1], the important step in 

clustering is to select a distance metric, which will 

determine how the similarity of two elements is calculated. 

In this paper two different types of distance metrics are 

used for comparison i.e. Euclidean distance and City block 

distance. 

In the literature, Mohammed [2], described a Hybrid 

Fuzzy data clustering algorithm using different distance 

metrics. Francisco et al [3], explains partitioning Fuzzy c-

means clustering algorithms for interval – valued data 

based on City block distances. De Carvalho [4], presented 

a fuzzy clustering algorithm for symbolic interval data 

based on a single adaptive Euclidean distance, and De 

Carvalho [5], Batch self-organizing maps based on city-

block distances for interval variables. 

This paper aims for comparative analysis of Euclidean 

and City Block distances based on Fuzzy c-means 

clustering algorithms.  

This paper is organized as follows: section 2 explains 

briefly the Fuzzy c-means clustering algorithm. Section 3 

describes the similarities and differences, and advantages 

and disadvantages of Euclidean and City block distances, 

this led us to section 4 which analyze the applications of 

the two distance measures. Section 5 concludes the 

remarks. 
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II. TRAINING ALGORITHM 

The Fuzzy c-means clustering algorithm using Euclidean 

distance and City block distance is used. Fuzzy c – means 

clustering algorithm is the most popular method among the 

fuzzy clustering techniques [6]. This algorithm works by 

assigning membership to each data point corresponding to 

each data point corresponding to each cluster center on the 

basis of distance between the cluster center and the data 

point. The more data is close to the cluster center the more 

is its membership towards the particular cluster center. 

Given a finite set of data, the algorithm returns a list of c 

clusters 𝐶 = {𝑐1, … , 𝑐𝑐}  and a partition matrix 𝐽 = 𝑈 =

𝑈𝑖𝑘 ∈ [0,1], 𝑖 = 1, … , 𝑛;  𝑘 = 1, … , 𝑐, where each element 

𝑈𝑖𝑘 tells the degree to which element x belongs to 

cluster 𝑐𝑗. Let 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑁} be the data to be 

clustered by the FCM algorithm into c (2 ≤ c < N) classes, 

where N is the number of data points in the design set. The 

Fuzzy c- means aims to minimize an objective function: 

𝐽(𝑈, 𝑉) = ∑ ∑(𝑈𝑖𝑗)𝑚‖𝑥𝑖 − 𝑣𝑗‖
2

𝑐

𝑗=1

𝑁

𝑖=1

                                 (1) 

 

𝑈𝑖𝑗  is the degree of membership of 𝑥𝑖 in the cluster j, 𝑣𝑗  is 

the center of cluster, ‖∗‖ is any norm expressing the 

similarity between any measured data (e.g. Euclidean and 

City block distances) and the center, m is any real number 

> 1 (1 ≤ 𝑚 < ∞). 

 

A. The FCM Clustering Algorithm 

According to Rabunal [7], the Fuzzy c – means 

clustering algorithm reads as follows:  

1. Initialize the membership values 𝑈𝑖𝑘 of the 𝑥𝑘, k objects 

to each of the i clusters, for i = 1,…, c and k = 1, …, n such 

that: 

∑ 𝑈𝑖𝑘

𝑐

𝑖=1

= 1, ∀𝑘 = 1, … , 𝑛, ∀𝑖 = 1, … , 𝑐                   (2)   

𝑎𝑛𝑑 𝑈𝑖𝑘  ∈ [0,1]    ∀𝑘 = 1, … , 𝑛   

 

2. Calculate the cluster center using these membership 

values: 

 

𝑉𝑖 =
∑ (𝑈𝑖𝑘)𝑚𝑥𝑘

𝑛
𝑗=1

∑ (𝑈𝑖𝑘)𝑚𝑛
𝑗=1

  ∀𝑖 = 1, … , 𝑐                                 (3) 

 

3. Calculate the distance metric 𝐷[𝑐,𝑛]      

𝐷𝑖,𝑗 = (∑‖𝑥𝑖 − 𝑣𝑗‖
2

𝑚

𝑗=1

)                                                (4) 

Where ‖∗‖ is any norm expressing the similarity between 

ith data and jth cluster center. 

 

4. Calculate the new membership values 𝑈𝑖𝑘
𝑛𝑒𝑤 using these 

cluster centers 

𝑈𝑖𝑘
𝑛𝑒𝑤 = [∑ [

‖𝑥𝑘 − 𝑣𝑖‖

‖𝑥𝑘 − 𝑣𝑗‖
]

2

𝑚−1

 

𝑐

𝑘=1

]

−1

                              (5) 

∀𝑘 = 1, … , 𝑛, ∀𝑖 = 1, … , 𝑐                           

 

5. If ‖𝜇𝑛𝑒𝑤 − 𝜇‖ < 𝜀, then go to stop otherwise return to 

step 2 by updating the cluster centers iteratively and also 

membership grades for the data. Where 𝜀 is a termination 

criterion between 0 & 1, while k is the iterative steps. The 

exponent m determines the degree of fuzziness of the 

resulting clustering process. As  𝑚 → 1 the fuzziness of 

clustering result tends to the derived with the classical 

clustering method. As  𝑚 → ∞ the membership values of 

all the objects to each cluster tend to the reciprocal of the 

number of classes  
1

𝑐
 . 

III. DISTANCE METRIC  

Distance measures can be categorized as metric, semi-

metric or non-metric. Clustering methods use distance 

metrics to determine the similarity or dissimilarity between 

any pair of objects. The distance between data and centroid 

can be measured using distance metrics.  

According to Hasnat et al [8], a distance is a function 𝛿 

with non-negative real values, defined on the Cartesian 

product X x X of a set X. It is call a metric on X if for 

every x, y, z ∈ 𝑋; the following are important properties of 

distance metric such as: 

▪ 𝛿(𝑥, 𝑦) = 0, 𝑖𝑓𝑓 𝑥 = 𝑦 (the identity axiom) 
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▪ 𝛿(𝑥, 𝑦) +  𝛿(𝑦, 𝑧) ≥ 𝛿(𝑥, 𝑧) (the triangle inequality) 

▪ 𝛿(𝑥, 𝑦) =  𝛿(𝑦, 𝑥) (the symmetry axiom) 

Many different measures have been proposed to 

compute distances between points. These measures are 

commonly used for algorithms such as clustering, 

segmentation e.t.c. However, there are similarities and 

differences, and merits and demerits between distance 

measures. 

 

A. Similarities and Differences between Euclidean and 

City block distances. 

TABLE I 

SIMILARITIES 

▪ Euclidean distance and City distance are both distance 

metrics commonly used for clustering applications 

▪ The Euclidean and city-block distances are special cases 

of the Lp distance. 

▪ Euclidean and City block distances are Distance functions 

for numeric attributes 

▪ One of the reasons for using Euclidean and City block 

distances is the relative ease of their implementation 

 

TABLE II 

DISSIMILARITIES 

Euclidean distance is usually 

called Pythagorean metric or 

𝐿2 distance 

City block distance is usually 

called Manhattan distance or 

𝐿1 distance 

 

The distance between two 

points x, y in Euclidean n-

space is given by  

𝛿(𝑥, 𝑦) = 𝛿(𝑦, 𝑥)

= √∑(𝑦𝑖 − 𝑥𝑖)2

𝑛

𝑖=1

 

x & y are Euclidean 

vectors  

 

 

The distance between two 

points x, y with n-dimension 

in City block distance is 

given by 

 𝛿𝑥𝑦 =

∑ |𝑥𝑖 − 𝑦𝑖|𝑛
𝑖=1  

 

The Euclidean distance is a 

special case of Minkowski 

metric when p = 2 

The City block distance is a 

special case of Minkowski 

metric when p = 1 

𝛿𝑥𝑦

= (∑|𝑥𝑖 − 𝑦𝑖|
1

𝑝

𝑛

𝑖=1

)

𝑝

 

 

𝛿𝑥𝑦 = (∑|𝑥𝑖 − 𝑦𝑖|
1

𝑝

𝑛

𝑖=1

)

𝑝

 

For normalization process, 

Normalized Euclidean 

distance is given by 

𝑑 =
𝑑𝐸

√𝑛
 

dE is the Euclidean 

distance. 

 

For normalization process, 

Normalized City block 

distance is given by  

𝑑 =
𝑑𝐶

𝑛
 

dC is the city block 

distance 

 

Euclidean distance is widely 

used in distance analyses but 

it tends to underestimate road 

distance and travel time 

City block distance, on the 

contrary, tends to 

overestimate road distance 

and travel time. 

 

B. Advantages and Disadvantages of the Two Distance 

Metrics 

 

TABLE III 

ADVANTAGES AND DISADVANTAGES OF EUCLIDEAN DISTANCE 

Advantages Disadvantages 

The FCM algorithm uses 

Euclidean distance measure to 

produce suitable cluster with a 

spherical shape 

Euclidean distance is not 

suitable for ordinal data, 

where preferences are listed 

according to rank instead of 

according to actual values. 

 

Euclidean distance compares 

the relationship between actual 

ratings. That is to say, the 

Euclidean distance is a fair 

measure of how similar ratings 

are for specific preferences or 

items. 

 

The Euclidean distance suffer 

establish any correlation 

where there is a high noise-to-

signal ratio and negative 

spikes. 

 

It is apparently faster than most 

other means of determining 

clustering. 

Euclidean distance cannot 

determine the correlation 

between user profiles that 

have similar trend in taste, but 

different ratings for some of 

the same items 
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TABLE IV 

ADVANTAGES AND DISADVANTAGES OF CITY BLOCK DISTANCE 

Advantage Disadvantage 

The FCM algorithm uses City 

block distance measure to 

produce suitable clustering for 

pattern recognition and image 

processing. 

In City block distance, one can 

only move along one 

dimension of the space at a 

time. 

City block distance 

decomposes into contributions 

made by each variable for the 

L2 Euclidean distance. 

It is not compatible with many 

standard multivariate analyses, 

for example discriminant 

analysis, Canonical 

correlation, and canonical 

corresponding analysis. 

 

 It is more problematic to 

design algorithms 

implementing actual road 

network distance in spatial 

analytical models. 

 

IV.  APPLICATIONS OF THE TWO DISTANCE METRICS 

According to [9] and [10], highlighted some of the 

applications of the two-distance metrics in real life 

purposes, such include: 

➢ The Euclidean and City distances are applicable in 

digital image processing (e.g. blurring effects, 

skeletonizing), motion planning in robotics and even 

pathfinding. 

➢ Both Euclidean and City distances can be applied in 

Multidimensional scaling (MDS), which is a technique 

that uses similarity judgments (or some other 

proximity measure) to produce a psychological space 

in which similarity is inversely related to distance. 

➢  In chess, the distance between squares on the 

chessboard for rooks is measured in City block 

distance, and bishops use the City block distance 

(between squares of the same color) on the chessboard 

rotated 45 degrees, i.e., with its diagonals as 

coordinate axes. 

➢ City block distance is applicable in Biometric 

cryptographic. 

➢  Both Euclidean and City block distances could be 

used in spatial analytical modeling for health service 

planning. 

V.  CONCLUSIONS  

Traditionally, Euclidean distance is used in clustering 

algorithm. The results obtained by applying different 

distance metrics are similar in some cases, that is, none of 

the metrics shows dominance that allows considering it as 

the best metric. The choice of distance metric depends on 

the task, the amount of data and on the complexity of the 

task. The used of benchmark datasets for two different 

distance metrics Euclidean and City block based on 

hybridization techniques have shown that the results using 

Euclidean distance performed better than city block 

distance. Conclusively, we observed that the Euclidean 

distance has shown good performance than City block 

distance. 

Future work: Fuzzy reasoning algorithms should be 

developed for comparative analysis using four different 

distance metrics: City block, Chebyshave, Euclidean and 

Minkowski distances. 
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